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The integration of Artificial Intelligence (AI) into the NHS and broader healthcare systems presents immense opportunities, but it requires a rigorous ethical framework to maintain patient trust. Dr Arjun Dhillon advocated during a presentation for the AI Ambassador’s Network (3rd December 2025) for a deontological approach; a system based on duty and rules rather than just outcomes. This framework aligns with the UK government’s AI ethics guidelines and the Caldicott Principles, ensuring that patient safety and data privacy remain paramount. Below are the five core principles for responsible AI implementation. Dr Gray attended the session and provides here a summary for Wandsworth practices.

1. Clear Purpose and Justification
AI implementation must not be a "solution looking for a problem." Every AI tool must address a genuine clinical or operational need.
· Documented purpose: The specific problem the AI solves must be clearly defined before implementation begins.
· Appropriate approval: Approval should be sought from relevant authorities, such as Caldicott Guardians or Medical Directors. For large-scale projects covering large populations (e.g., Integrated Care Systems), approval from an ethics board may be necessary.
· Strategic alignment: The tool must align with patient safety goals and organizational objectives.

2. Compliance with Law, Regulations, and Standards
AI is "data-hungry," making strict adherence to legal and professional standards essential.
· Data protection: Compliance with the UK Data Protection Act 2018 and GDPR is mandatory. This includes upholding privacy, fairness, non-discrimination, transparency, and explainability. Special attention must be paid to Article 22, regarding automated decision-making.
· Medical safety regulations: Adherence to safety standards such as DCB0129 and DCB0160 is vital. These regulations take a harm-reduction approach through hazard identification and management.
· Professional standards: Clinicians must adhere to Good Medical Practice (GMP), respecting patient autonomy and ensuring equity of service.
· Cybersecurity: As reliance on AI grows, robust cyber security is required to protect sensitive data.

3. Human Governance Systems
AI must be embedded within human governance structures; it cannot operate in a vacuum.
· Three Lines of Defence Model: Dr Dhillon suggests a layered approach to governance:
1. Operational Controls: Those running the system.
2. Management Oversight: Monitoring performance data.
3. External Audit/Board Oversight: High-level accountability.
· Humans must remain in control of decision-making. However, systems must be designed so that human oversight does not become an unmanageable burden or a liability.
· Staff must be trained to use and manage these technologies effectively.
· Organisations should document who is Responsible, Accountable, Consulted, and Informed (RACI) to clarify liability.

4. Technical Robustness and Monitoring
AI systems must be manufactured and deployed according to strict quality assurance systems.
· Engineering best practices: strict standards for model training, testing, and evidence gathering.
· Red lines: Deployment must include non-negotiable safeguards, such as:
· Mandatory security testing.
· Immutable backups.
· Business continuity plans.
· Continuous monitoring: Systems must be monitored throughout their lifecycle to safeguard against technical failures and security breaches.

5. Benefit Realisation
AI should only be deployed if there is strong evidence of a positive impact.
· Clinical priority: The primary driver must be improving patient outcomes or reducing clinician burden.
· Evidence-based: Justification should ideally come from high-quality, peer-reviewed research.
· Cost vs. care: While cost savings and capacity improvements are valuable, they should never be the sole justification for an AI deployment.

Addressing Practical Challenges: Q&A Insights
During the session, Dr Dhillon addressed specific challenges regarding transparency, consent, and bias.

Transparency and Ambient Tech
As technologies like "ambient scribes" (AI that listens to consultations to write notes) become common, transparency is critical.
· Patients must be informed via privacy notices, website updates, and phone scripts.
· Clinicians need clear scripts to inform patients that AI is being used.

The Nature of Consent
Dr Dhillon clarified that "Consent" in this context is often about the Common Law Duty of Confidentiality, not necessarily GDPR consent.
· Preference vs. opt-out: Where possible, patients should be allowed to express a preference (e.g., requesting a human-only review).
· Organisational responsibility: If an organisation deploys an AI tool that cannot be turned off (e.g., a letter sorting algorithm), the organisation must own that decision and be transparent about it, rather than offering a false choice to the patient.

Fairness and Bias
Ethical AI requires addressing two types of fairness:
1. Organisational fairness: Ensuring equity of access to the technology.
2. Model fairness: Mitigating inherent biases within the training data that could lead to discriminatory outcomes for specific demographics.

Note: Ethical principles are interrelated. They do not stand alone but reinforce each other to ensure a holistic approach to safe AI in healthcare. Main reference:
https://www.gov.uk/guidance/understanding-artificial-intelligence-ethics-and-safety 
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